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In this work, we explored the domain adaptation problem in deep learning segmentation. Specifically, we applied the residual U-net [1] on 3T and 7T Fluid Attenuated Inverse Recovery (FLAIR) images to

delineate the white matter hyperintensity (WMH) in a 2D fashion. We leveraged learning without forgetting [2] to regulate the network’s learning in the new domain to preserve the model’s performance on the

old domain while still achieving satisfying results on the new domain images.

Introduction
Many studies have shown success in segmenting white matter lesions leveraging deep learning models on 3T FLAIR images [3, 4]. However, little to no studies have explored the segmentation performance on

7T FLAIR images using pretrained 3T FLAIR models. One important thing to note in leveraging pretrained models is that the model may suffer catastrophic forgetting in that the adjusted weights are no longer

suited for the old domain data and the model has “forgotten” what it had learned previously. Several works have provided some remedies to alleviate the catastrophic forgetting in transfer learning such as

learning without forgetting[2], and elastic weight consolidation[5].

In this work, we explored the domain adaptation in white matter hyperintensity segmentation in two directions, namely from 3T FLAIR to 7T FLAIR and from 7T FLAIR to 3T FLAIR. We implemented the pseudo

label loss mentioned in [2] to prevent the model from forgetting what it had learned in the previous domain.

Methods
We used in-house collected 3T and 7T FLAIR images at the University of Pittsburgh. The resolutions for the two domains are 1x1x3mm (3T) and 0.75x0.75x1.5mm (7T) respectively, and the total numbers of

axially sliced 2D FLAIR images for each domain are 6888 (3T) and 5292 (7T). The collected FLAIR images are of size 212x256x48 for the 3T domain and 256x256x108 for the 7T domain. The 3T data includes 160

T2-w FLAIR scans (average age 76, 105 females, 55 male), and the 7T data includes 49 T2-w FLAIR scans (average age 68, 35 females, 14 males).

The FLAIR images and the corresponding hand labeled WMH masks were then split into training and validation sets with an 80-20 ratio. We implemented the residual U-net proposed in [1] to perform WMH

segmentation. In the pre-training phase, both 3T FLAIR and the 7T FLAIR models were trained independently with a batch size of 32, learning rate of 0.0001, Adam optimizer, dice score loss function, and a

reduce-on-plateau learning rate scheduler. After the pre-training phase, pseudo labels were generated by feeding the new domain training set images to the pre-trained model. For the domain adaptation, two

losses were constructed: 1) the dice score loss between the output and the actual label, and 2) the dice score loss between the output and the pseudo label. By adjusting the importance weighting of two losses,

we could regulate the model’s learning on the new domain data.

We further performed several experiments using the following importance weights on the two losses (Table 1). An importance weight of 1 on loss2 indicates that the model wants to preserve all the knowledge

that it had learned previously, whereas an importance weight of 1 on loss 1 indicates that the model will adjust the pre-trained model’s parameters solely based on the new domain data.

Results
Figure 1 shows the two models segmentation performance on each domain’s validation data. After the pre-training phase, the 7T FLAIR model can reach a validation accuracy of 77%, and the 3T FLAIR model

reaches a validation accuracy of 91% (Figure 2). Figure 3, and 4 shows the validation accuracy for different scenarios using the different importance weights listed in the table. When adapting from the pre-

trained 7T FLAIR model, an equal split of importance for the two losses might be the best option, as the model have satisfying results in both domains. Interestingly, when adapting from the pre-trained 3T FLAIR

model, all scenarios seem to have similar performance on the old domain testing data. Additionally, an equal split of importance for the two losses gave indistinguishable validation performance on the new

domain data.

Discussion and Conclusions
In this work, we first trained residual U-net models to perform white matter hyperintensity segmentations on 3T and 7T FLAIR images independently. Further, we leveraged the concept presented in the previous

work [1] and explored domain adaptation using pre-trained models in both directions, namely 3T FLAIR adapting to 7T FLAIR pre-trained model and 7T FLAIR adapting to 3T FLAIR pre-trained model.

Our results demonstrated successful domain adaption on white matter hyperintensity segmentation while leveraging pseudo label loss that preserves the model performance on the old domain yet achieving

satisfying results in the new domain.
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Figures

Figure 1 7T FLAIR and 3T FLAIR segmentation result.

Figure 2 Validation accuracy of the two FLAIR models.
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Figure 3 New domain (7T) and old domain (3T) segmentation accuracy on the hold out FLAIR images.

Figure 4 New domain (3T) and old domain (7T) segmentation accuracy on the hold out FLAIR images

Table 1. Weights on Loss 1 and Loss 2 and its corresponding legend names.

Proc. Intl. Soc. Mag. Reson. Med. 31 (2023) 4078

https://submissions.mirasmart.com/ISMRM2023/Itinerary/Files/PDFFiles/images/7982_SqmGxPQdr/ISMRM2023-007982_Fig3.png
https://submissions.mirasmart.com/ISMRM2023/Itinerary/Files/PDFFiles/images/7982_SqmGxPQdr/ISMRM2023-007982_Fig4.png
https://submissions.mirasmart.com/ISMRM2023/Itinerary/Files/PDFFiles/images/7982_SqmGxPQdr/ISMRM2023-007982_Fig5.png

